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Abstract—Copy-move image forgery aims to duplicate certain
objects or to hide specific contents with copy-move operations,
which can be achieved by a sequence of manual manipulations as
well as up-to-date deep generative network-based swapping. Its
detection is becoming increasingly challenging for the complex
transformations and fine-tuned operations on the tampered
regions. In this paper, we propose a novel two-stream model,
namely Multi-directional Similarity Network (MSN), to accurate
and efficient copy-move forgery detection. It addresses the two
major limitations of existing deep detection models in represen-
tation and localization, respectively. In representation, an image
is hierarchically encoded by a multi-directional CNN network,
and due to the diverse augmentation in scales and rotations,
the feature achieved better measures the similarity between
sampled patches in two streams. In localization, we design a 2-D
similarity matrix based decoder, and compared with the current
1-D similarity vector based one, it makes full use of spatial
information in the entire image, leading to the improvement in
detecting tampered regions. Beyond the method, a new forgery
database generated by various deep neural networks is presented,
as a new benchmark for detecting the growing deep-synthesized
copy-move. Extensive experiments are conducted on two classic
image forensics benchmarks, i.e. CASIA CMFD and CoMoFoD,
and the newly presented one. The state-of-the-art results are
reported, which demonstrate the effectiveness of the proposed
approach.

Index Terms—Copy-move forgery detection, deep forensics,
synthetic data, generative adversarial networks.

I. INTRODUCTION

Images convey abundant information in a direct and vivid
manner. In recent years, the amount of images has been
consistently and sharply increasing and images are almost
everywhere. Meanwhile, image editing techniques have been
rapidly developed and have substantially improved productiv-
ity in the multimedia and publishing industries. Unfortunately,
they also provide convenience to image abuse and forgery,
which probably interfere our understanding and incur negative
impacts. For instance, in social apps, fake news and rumors
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Fig. 1. Two copy-move forgery examples achieved by manual manipulation
(upper row) and deep generative network (bottom row). From left to right:
original images, forged images, and tampered regions.

usually use tampered images to make their stories more
credible, while in academic papers, fraudulent research often
fabricates experimental charts on previously published ones.

Copy-move forgery is one of the most common and typ-
ical image manipulations, where a sub-region (referred to
as source region) of an image is copied, transformed and
pasted elsewhere (referred to as target region) within the
same image, to hide or duplicate objects. This process is
mostly achieved by a sequence of manual operations and it
has lately been automated by up-to-date techniques such as
Generative Adversarial Network-based (GANs) swapping [1]–
[5] (as depicted in Fig. 1). Copy-Move Forgery Detection
(CMFD) aims to determine whether the given image undergoes
such forgery and if it does, locating the relevant regions.
Because the transformation of the source region is unknown
in advance and often involves complex variations, such as
rotation, compression, and noise adding, CMFD is a rather
challenging issue.

During the last two decades, many methods have been pro-
posed in the literature [6]–[10], [10]–[12]. The overwhelming
majority generally conduct hand-crafted local feature based
analysis and share a universal pipeline, consisting of three
main phases, i.e., region representation, region matching, and
post-processing. Regions are first sampled from the image,
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then projected into the feature space to highlight texture prop-
erties, and further compared based on matching similarities.
Through refinement by certain constraints (e.g., removing false
alarms through spatial relationship), the tampered positions are
finally localized. Even though these methods report competi-
tive results, they suffer from very low efficiency and thus are
problematic in real-world applications.

The advent and success of deep learning techniques show a
promising alternative to accurate and efficient CMFD [8], [13],
benefitting from a hierarchical representation of Convolutional
Neural Networks (CNNs) as well as parallel computation
of Graphics Processing Unit (GPU). Compared to traditional
methods, these attempts promote efficiency by an order of
magnitude. Nevertheless, there still exist drawbacks. On the
one hand, CNNs are not inherently invariant to rotation and
scaling, making the similarity between the source and target
areas across such changes unreliable. Despite the use of some
reputed modules to enhance this robustness [13]–[15], the
results are not as good as expected, since rotation and scaling
are more serious in CMFD than in general object detection. On
the other hand, in the encoder-decoder models, the decoding
mechanism is not strong enough to stably locate tampered
regions. It only works on the sorted and sampled similarities
of CNN features from image regions without considering the
entire structure, thus limiting the accuracy.

Additionally, it is important to note that the emergence of
deep detection methods are accompanied by a rapid evolution
of the techniques for manipulating images [2]–[4], [16]–[18].
A number of neural network approaches [1], [19]–[21] have
shown the potential in generating images with visually appeal-
ing effects. These forged images may no longer convey clues
that used to be exploited as the foundation for detection and
localization, e.g., edge and color inconsistencies. Regrettably,
to the best of our knowledge, how existing deep detection
models are threatened by such tampering types has not been
verified due to the lack of benchmarks.

In this paper, we first propose a novel deep learning ap-
proach, namely Multi-directional Similarity Network (MSN),
to accurate and efficient CMFD, which handles the shortcom-
ings of current deep models in feature learning and region
localization. Specifically, for the former, MSN builds a CNN
with a multi-directional architecture for hierarchical image
encoding. Due to the augmentation in scale and direction, this
representation is more powerful and hence better measures
the similarity between the source and target regions. For the
latter, different from the 1-D similarity vector [8], [13], [15],
a 2-D similarity matrix is computed on a set of similarity
maps. An additional classifier is designed to judge if the
region corresponding to the similarity map is tampered, which
takes similarities with original structure cues preserved and
spatial context aggregated, thereby achieving precision gain
in decoding.

Furthermore, to investigate the detection performance on
deep synthetic data, we create the first copy-move forgery
database with samples generated by three different neural
networks, which is complementary to the current hand-crafted
ones for CMFD. We carry out comprehensive experiments
on two major public benchmarks, i.e. CASIA CMFD and

CoMoFoD, and the newly presented one. The results achieved
clearly validate the effectiveness of the proposed approach on
manually manipulated data, while simultaneously revealing
that almost all current detection methods encounter perfor-
mance degradation of varying degrees on deep forgery data
where our approach performs more favorably.

More concisely, this study makes the following contribu-
tions:

1) A novel learning based method for CMFD, which
incorporates a multi-directional network coping with
rotation and scaling variants, and a 2-D similarity matrix
for improved tampered region segmentation, thereby
addressing the issues of feature representation and lo-
calization more effectively;

2) A new benchmark for CMFD, which is forged by
three types of deep generative models, providing deep
synthetic copy-move data for more comprehensive eval-
uations of detection models, along with the baseline
performance for fair comparison in future studies;

3) Extensive evaluations, including the experiments on two
major public datasets, as well as on the newly presented
deep synthesized benchmark, with state-of-the-art results
reported.

The rest of this paper is organized as follows. Section II
reviews related work on copy-move forgery detection. Section
III details the proposed Multi-directional Similarity Network.
Section IV displays and analyzes the experimental results on
three databases, followed by Section V concluding this paper
with perspectives.

II. RELATED WORK

In the past decades, a large number of methods have been
proposed to detect copy-move image forgeries. They basically
follow the same framework of region representation, region
matching, and post-processing, and their difference mainly
lies in region representation in terms of region sampling and
feature extraction. Most methods sparsely sample regions from
the given images by keypoint detectors and local features
are computed on them. In this stage, SIFT [10], [12], [22],
ORB [6], triangles [23], and SURF [9], [11], [24] are widely
exploited. Some efforts are made to divide images into irreg-
ular segments for representation to better fit the diversity of
tampered regions [25], [26]. Meanwhile, a number of methods
adopt sliding windows to densely sample regions, where
chroma features [27], [28], PCA coefficients [29], Zernike
moments [30], and DCT [31] prove more discriminative in this
manner. Despite the high scores achieved on public datasets,
all these methods are not qualified in more complex and arbi-
trary variations due to hand-crafted features. Furthermore, they
require a rather long running time, making them impractical
for applications.

Recently, some investigations introduce Deep Neural Net-
works (DNNs) into CMFD and show promising results. [8]
presents the first model which calculates similarities between
CNN features and employs a decoder, where percentile pooling
is applied to each sorted similarity vector to build statistics,
to identify tampered and pristine regions. [15] proposes a
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Fig. 2. Framework overview. Given a query image, a multi-directional image set and a zoomed-in patch set are constructed by rotating it in four pre-defined
quantized orientations and slicing out four patches from the enlarged image, respectively. The image or patch features are extracted through CNNs with shared
weights, and then eight feature pairs are developed by fusing features from the basic input image and the augmented ones. They are individually fed into the
two-stream detector to predict copy-move tampered region candidates, where a 2-D similarity matrix based decoder is designed for more accurate localization.
The outputs of the eight duplicated detectors are adopted to jointly render a mask to localize the final tampered regions. Best viewed in color.

Generative Adversarial Network (GAN) with a dual-order
attention module to localize forgeries. In the generator, the
attention module is designed to roughly locate all similar
regions, where the 1st-order attention captures copy-move
location clues whilst the 2nd-order attention models patch co-
occurrence. Both attention maps are extracted from the affinity
matrix and combined to feed into the detection and localization
branches. The discriminator ensures more accurate localization
predictions. [13] extracts multi-scale features and fuse feature
correlation matching to deliver detection results. To localize
tampered regions, a feature correlation matching module is
built by predicting the regions which are abnormally closer to
the nearest neighbor than the second nearest. But due to the
incompetency of CNNs in dealing with rotation and scaling
as well as the naive 1-D similarity based decoding, existing
deep models leave much space for performance improvement.

Contemporaneously, techniques for image generating and
editing using neural networks have rapidly matured, especially
the ones based on Generative Adversarial Networks (GANs)
[1]–[3]. For instance, the development of Progressive GAN
[21], and StyleGAN2 [20] make it possible to generate very
realistic and high-resolution images. CycleGAN [5] and SO-
GAN [16] perform amazing image styling. Sketch-GAN [18],
EditGAN [17], and Rewriting [4] are successfully applied for
conditionalized image editing. However, there is a lack of
copy-move forgery benchmark generated by these methods,
and a certain gap exists between CMFD methods and gener-
ation techniques in the era of deep learning.

In this study, we propose a novel and effective two-stream
model to copy-move forgery detection. It addresses the two
major limitations of existing deep detection models in rep-
resentation and localization, respectively. Meanwhile, a new
forgery benchmark generated by various deep neural networks
is presented for more comprehensive evaluations.

III. METHODOLOGY

The entire framework of the proposed Multi-directional
Similarity Network is illustrated in Fig. 2. Given a query
image, we first extend the input space by rotating it to
predefined quantized orientations and rescaling it and slicing
out the zoomed-in patches. Features are extracted from the
augmented images by a CNN-based network. Eight feature
pairs are then developed by fusing the feature representations
from the original input image and the augmented ones. Thanks
to the augmentation in scale and direction, the new multi-
directional and multi-scale representation delivers more infor-
mative details and is more capable of handling the variations
above.

In order to localize the tampered region candidates, each of
the pairwise features is fed into a two-stream detector at the
next stage, which consists of a Similarity Computation Layer
and a Similarity Map Classifier. The former is introduced
to measure the similarities between the sampled patches of
the given image, while the latter is designed to decode the
similarity matrix and predict the source and target regions.
All the candidates are combined to generate the final mask
of the tampered regions jointly. In particular, in contrast to
the previous studies that generally exploit a 1-D similarity
vector based detector, a 2-D similarity matrix based decoder
is specially designed to make full use of spatial information
in the entire image, which better models the spatial contexts
and leads to more accurate localization results. The modules
are presented with details subsequently.

A. Multi-directional Representation

The main challenge in tampered region detection is incurred
by rotation variations between source and target regions and
scale changes, and these issues are more intractable in CMFD
than in the general object detection and recognition tasks. Fig.
3 displays one example, where the input image is tampered
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Fig. 3. Illustration of challenges caused by rotating. S and T represent the
source and target regions, respectively. The same color indicates a high visual
similarity.

by rotating the source region by 90 degrees and pasting it
back into the target region of the image. As Fig. 3 (a) shows,
the existing CNN-based approaches tend to fail due to their
intrinsic limitation in modeling those changes, especially when
the number and diversity of training samples are not adequate.

For rotation and scale robust representation in CMFD,
we propose a multi-directional and multi-scale representation,
which substantially augments the input image space with
diverse orientations as well as sizes, making it easier to capture
the source and target similarity. Specifically, given an image
I, after reshaping it into the fiducial size of 256 × 256,
a multi-directional image set is built by rotating it to four
orientations (Fig. 3 (b) provides a simplified demonstration),
i.e. Irot = {Iθ}, θ ∈ (0, π/2, π, 3π/2). Similarly, a zoomed-in
patch set with scale changes is constructed by enlarging the
image twice and slicing out four non-overlapping patches, i.e.
Isca = {Ir}, r ∈ (1, 2, 3, 4).

A number of CNNs with shared weights are then applied
to the multi-directional image set and zoomed-in patch set for
feature extraction, and here, we adopt the first 26 layers in a
pre-trained VGG16-BN model, and the parameters are frozen
during the training stage. In this way, the augmented feature
sets Faug, including Frot and Fsca, are constructed from Irot
and Isca, respectively. By selecting basic feature Fbase(Fθ=0)
from the original input image and one feature Fθ from Frot,
4 pairs of features, P = {< Fbase,Fθ >}θ∈(0,π/2,π,3π/2), are
created. Each feature pair in P is further fed into the two-
stream tampered region detector to localize the similar regions
between Iθ=0 and Iθ. Similarly, the other 4 feature pairs are
developed from Fsca, which mainly cope with scale changes.
The predicted tampered regions of the patch set are resized
and pasted into their original locations. Finally, the predicted
mask is produced by taking the maximum value in each pixel
from the 8 duplicated detectors.

B. Tampered Region Detection

As previously stated, to detect tampered region, the current
deep models [8], [13], [15] generally exploit a simple 1-D
similarity vector based decoder, but which tend to drop crucial
spatial information. To solve this problem, we design a novel
decoding mechanism based on the 2D similarity matrix to

Similarity MapSimilarity Vector

Original 

Sort

Original 

Sort

Tampered

Pristine

Similarity Matrix

Fig. 4. Comparison of similarity vector and similarity map from tampered
and pristine regions. Hot color indicates high similarity.

make full use of raw similarities with original spatial clues.
In particular, the proposed tampered region detector consists
of two modules: the Similarity Computation Layer and the
Similarity Map Classifier.

Similarity Computation Layer This module measures the
similarities between feature pairs, where the source and target
regions generally possess a higher similarity than the other
regions. We calculate the visual similarity matrix as:

S′ = (F̂iF̂
T
j )/c, (1)

where (̂·) represents the operation to normalize and flatten
the input vectors from F ∈ R32×32×512 to F̂ ∈ R1024×512

and c denotes the normalized constant. We then reshape the
similarity matrix S′ into a tensor S ∈ R32×32×1024. It is further
processed by the Similarity Map Classifier.

Similarity Map Classifier Treating S ∈ R32×32×1024 as
32 × 32 dimensional similarity vectors is a common practice
in previous studies [8], [13], [15], i.e. S = {vi,j}i,j∈[0,...,31]

where vi,j represents the similarities between the features
from patch (i, j) and the others. Some methods further sort
the vectors and consider only the top percentage similarities
values, e.g., BusterNet [8]. However, such mechanism may
discard values useful in determining the location results.
Meanwhile, it does not well preserve the 2D spatial location
information, dropping the significant context information from
the surrounding patches. As shown in the 2D similarity map
in Fig. 4, the numbers of peaks (marked by red circles) in
the pristine and tampered images are different. There is only
one peak, which represents the similarity to itself, from the
pristine regions, while there exists at least one more peak from
the tampered regions revealing another highly similar area,
and its surrounding patches also have relatively higher scores.
This difference can be easily observed on the 2-D similarity
maps. By contrast, as spatial clues are discarded either in
the original or the sorted 1-D similarity vectors, they cannot
identify such a difference, leading to the failure in tampered
region localization.

To sufficiently leverage the spatial context of the image,
we analyze S in the 2D manner and the task is transformed
to classifying the similarity maps. Concretely, S is regarded
as 1, 024 similarity maps with the size of 32× 32, i.e.
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Fig. 5. Detailed architecture of the Similarity Map Classifier, which predicts the 2D tampered region mask.

S = {mj+i×32}i,j∈[0,...,31] where mj+i×32 ∈ R32×32 denotes
the similarity map of patch (i, j). In this case, m can not
only includes all the information in v, but also preserves the
original spatial structures. Based on the spatial clues above,
we further perform spatial context aggregation and design
an additional classifier to exploit the neighboring areas for
robustness enhancement. To integrate the information around
mj+32×i from patch pi,j , we use the similarity maps from
the eight patches which are spatially adjacent and concatenate
them with m, i.e. {pi+m,j+n}m,n∈(−1,0,1), as the input of
the similarity classifier. Theoretically, various CNN networks
can serve as the similarity map classifier. In particular, we
design our classifier consisting of eight convolution layers
interspersed with three max pooling layers to generate the
mask, as depicted in Fig. 5.

IV. EXPERIMENTS

To validate the proposed CMFD approach, we carry out
extensive experiments and make fair comparison to the state-
of-the-art counterparts. The databases, implementation details,
and experimental results are presented in the subsequent.

A. Databases

In this study, we create the first copy-move forgery database
with samples generated by three different neural networks,
which is complementary to the current hand-crafted ones. We
carry out comprehensive experiments on two major public
benchmarks, i.e. CASIA CMFD [8] and CoMoFoD [32], and
the newly presented one. All the experiments are performed
under a cross-dataset protocol.

CASIA CMFD and CoMoFoD. The CASIA CMFD
dataset contains 2, 626 images, i.e. 1, 313 tampered images
and their original counterparts, which contain the attacks of
rotation and scaling. The CoMoFoD dataset provides 5, 000
tampered images rendered from 200 base images with 25
manipulation categories, each of which corresponds to one
type of attack. For more details, please refer to [8], [32].

DCF: Deep-synthesized Copy-Move Forgery Database.
DCF database provides 21,000 images generated by three
deep manipulation approaches, corresponding to three subsets:
DCF-VAE, DCF-Transfer, and GAN-Rewriting, respectively.
DCF-VAE and DCF-Transfer subsets are achieved by post-
processing the current manually tampered dataset (i.e. CoMo-
FoD [32]) by neural networks, aiming to remove the clues

or artifacts that used to be exploited as the foundation for
detection and localization, e.g., edge and color inconsistencies.
GAN-Rewriting subset exploits deep models to generate vir-
tual images of diverse scenes and then manufacture forgery
areas, allowing visually plausible results and better edge
consistency around the tampered regions. The DCF database
will be released to the community for future studies.

1) DCF-VAE set is created by applying the Variational Auto-
Encoder (VAE) [19] to reconstruct the tampered images in
CoMoFoD [32], which makes it have the same directory struc-
ture as CoMoFoD, consisting of 10,000 images of 512× 512
pixels. The employed VAE model is implemented by a 20-
layered encoder-decoder architecture (the detailed architecture
can be found in [19]), which is trained for 300 epochs in total
by Adam optimizer, with a learning rate of 1e-4 and a batch
size of 26. The MSE and KL scatter losses are exploited as
usual, both with equal weighting factors.

2) DCF-Transfer set is created by post-processing the
manually tampered images in CoMoFoD by the pre-trained
FastPhotoTransfer [33] model. The same samples are used as
in DCF-VAE. Each image is generated by randomly selecting
a style image that is not under attack from CoMoFoD and
then transferring it to another manually tampered image. After
style transfer, image smoothing is performed to prevent over-
styling. In particular, we use a guided filter with r = 35 and
eps = 0.001 to approximate standard smoothing and speed up
the process.

3) GAN-Rewriting set provides 1,000 images that are wholly
virtual. We first use StyleGAN-v2 [20] and Progressive GAN
[21] trained on the LSUN dataset to generate images and then
manually select around 300 high-quality ones from different
scenes, including church, bedroom, and kitchen. With the
interactive interface of the Rewriting model [4], an object in an
image (usually larger than 20× 20 pixels) is manually circled
and moved, so that the corresponding features are copied and
pasted in the feature maps to generate deep copy-move images.
We adjust the target position to make the deep tampered image
looks natural, and the tamper masks are recorded during this
operation. We manipulate each image for 2 to 5 times with
regions of different sizes manipulated, and finally 1,000 forged
images are created along with the corresponding copy-move
masks.

Manually Manipulated Training Data. Since there is no
available manually manipulated training data, we collect data
from the MS COCO dataset [34]. Specially, given an image
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TABLE I
PERFORMANCE COMPARISON OF DIFFERENT METHODS IN TERMS OF PRECISION, RECALL, AND F1-SCORE ON CASIA CMFD [8] AND COMOFOD [32].

CASIA CMFD CoMoFoD

Methods pixel-level image-level pixel-level image-level

Prec. Rec. F1 Prec. Rec. F1 Prec. Rec. F1 Prec. Rec. F1

Block-ZM [IHW10] 32.89 28.34 29.26 74.65 45.09 56.22 8.09 8.33 7.28 52.94 23.18 31.36
Ada-Seg [TIFS15] 47.71 13.16 18.78 88.04 52.70 65.94 38.49 16.89 21.09 75.87 51.08 60.80
DenseField [TIFS15]* 20.55 20.91 20.36 99.51 30.61 46.82 22.23 23.63 22.60 80.34 20.10 32.15
BusterNet [ECCV18] 55.71 43.81 45.51 76.47 70.30 73.25 56.50 46.97 47.80 80.82 71.38 75.74
DenseIncep [TIFS19]* 70.85 58.85 64.29 - - - 46.10 42.20 44.10 - - -
ManTraNet [CVPR19] 28.72 44.13 31.93 73.25 70.30 71.75 21.46 18.89 10.44 50.91 80.48 61.75
DOA-GAN [CVPR20] 53.92 41.51 42.26 62.90 77.61 69.49 50.12 43.67 40.69 59.97 82.48 69.16
AR-Net [TII20]* 58.32 37.33 45.52 - - - 54.21 46.55 50.09 - - -
CMSDNet [TMM20] 52.51 52.48 48.64 56.02 88.88 68.73 48.08 57.01 48.49 53.07 92.88 67.53
SuperGlue [TIP21]* 64.94 45.20 47.82 78.60 76.09 77.32 - - - - - -
Ours 76.77 73.10 72.09 67.72 94.44 78.88 57.64 65.86 56.80 58.72 96.00 72.87
* We quote the results from the original papers since the codes are not available.

TABLE II
PERFORMANCE COMPARISON OF METHODS IN TERMS OF PRECISION, RECALL, AND F1-SCORE ON DCF-VAE AND DCF-TRANSFER SUBSETS.

DCF-VAE DCF-Transfer

Methods pixel-level image-level pixel-level image-level

Prec. Rec. F1 Prec. Rec. F1 Prec. Rec. F1 Prec. Rec. F1

Block-ZM [IHW10] 0.00 0.00 0.00 8.00 0.04 0.08 0.00 0.01 0.00 48.33 0.60 1.17
Ada-Seg [TIFS15] 6.32 2.93 2.76 57.08 17.92 27.08 6.71 2.25 2.86 62.29 15.16 24.03
BusterNet [ECCV18] 42.21 32.84 33.10 65.55 66.62 65.92 49.13 38.24 39.14 69.07 69.08 69.01
ManTraNet [CVPR19] 17.00 14.27 10.72 49.61 65.40 55.99 18.31 8.72 7.92 50.35 80.64 61.71
CMSDNet [TMM20] 38.11 36.62 31.88 52.89 91.12 66.90 42.57 49.75 42.27 53.56 88.58 66.74
DOA-GAN [CVPR20] 36.61 31.96 28.03 54.10 83.64 65.54 46.50 43.61 39.70 57.48 86.60 69.01
Ours 49.98 37.75 37.81 59.93 87.50 71.14 56.17 52.91 49.33 62.37 92.00 74.34
Ours Finetune* 49.51 49.26 41.29 58.26 93.50 71.79 49.81 65.68 50.39 57.27 94.50 71.32
* Around 30% and 10% of the training data is post-processed by VAE [19] and style transfer [33]. The deep synthesized images replace the original ones

to fine-tune the network.

and the corresponding segmentation annotation, we traverse all
the annotated objects within the image and select the objects
with the area greater than 1,000 pixels and the minimum
length of the bounding box greater than 64 pixels. We copy
an object of suitable size according to the given mask, and
then perform random rotation and scaling with the angles and
rations ranging from [0°, 360°] and [0.8, 1.2], respectively. The
transformed object is then randomly pasted to another location
in the same image with equal probability. Besides, inspired by
[35], to avoid overfitting to object shapes, additional images
are generated by randomly cropping regions from other images
using object boundaries. Totally, we have 414, 895 manually
manipulated images for training.

B. Implementation Details
In our detection network, the feature extractor is initialized

with the VGG16-BN model pre-trained using ImageNet [37]
and the other modules with the default setting in PyTorch.
Training is on 4× NVIDIA V100 GPUs. The Adam algorithm
is used for optimization, with a batch size of 64, a momentum
of 0.9, and a weight decay of 0.0005. The initial learning rate
and gamma are set to 1e−4 and 0.1, and the learning rate is
reduced by half every 20 epochs. The pixel-level binary cross-
entropy is adopted as the loss function.

At the training stage, for each predefined direction
θ ∈ (0, π/2, π, 3π/2), we only rotate the images that the angle

difference between the source and target objects is within [θ-
45°, θ+45°]. In this way, around 130,000 samples are obtained
for each augmented direction, and four detectors are trained
accordingly. Meanwhile, the detector of 0° is also trained with
the augmented data with scaling changes.

C. Evaluation Protocols

We use the precison (Prec), recall (Rec), and F1-score (F1)
as metrics in both the pixel-level and the image-level. For
pixel-level evaluation, we compute precision, recall and F1-
score for each image and report their average values. Only
forged images are taken into account because F1-score is
ill-defined when there is no positive pixel. For image-level
evaluation, a query image is judged as positive when more
than 0.2% pixels are predicted as tampered. To filter out some
false alarms of predicted masks, the results with the detection
area smaller than 0.1% of the image size are excluded. We
compare the proposed method with a number of existing
studies, including both traditional CMFD methods, i.e., Block-
ZM [30], Ada-Seg [26], and DenseField [28], and the deep
learning based ones, i.e., BusterNet [8], DenseIncep [13],
MantraNet [38], DOA-GAN [15], AR-Net [14], CMSDNet
[36], and SuperGlue [39].

To make fair comparison with the state-of-the-art counter-
parts, all evaluations are conducted with the original image
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Fig. 6. Pixel-level F1-score on the CoMoFoD dataset [32] under different levels of attacks. (a) Bright changes; (b) JPEG compression; (c) contrast adjustment;
(d) color reduction; (e) noise adding; and (f) image blurring.

resolution or the optimal resolution of the models. For the
models without available codes, i.e., DenseField [28], Den-
seIncep [13] and AR-Net [14] and SuperGlue [39], we report
the results in the papers directly. In particular, for SuperGlue
[39], we only report the results on CASIA CMFD due to the
incomplete results on CoMoFoD.

D. Quantitative Experimental Results

1) CASIA CMFD: The left part of Table I shows the results
of different methods on the CASIA CMFD benchmark. As we
can see in the table, our approach outperforms the others in
terms of F1-score in both the pixel-level and the image-level.
Moreover, it also reaches a higher recall compared with the
other baselines, which demonstrates that our model locates
more tampered regions. Such a superiority is achieved in two-
fold: (1) based on the multiple-directional architecture and
augmentation in both rotations and scales, the method delivers
a more powerful representation of the sampled regions, which
well balances the distinctiveness between similar objects and
the robustness of the same object under visual variations; (2)
the similarity map classifier preserves crucial spatial informa-

tion to discriminate tampered regions, which further boosts the
performance.

2) CoMoFoD: To validate the robustness of our method to
various attacks, we carry out experiments on the CoMoFoD
dataset and report the overall performance in Table I. As
shown in the right part of the table, similar to the cases
on CASIA CMFD, our approach consistently surpasses the
other counterparts. This evaluation involves 25 categories of
attacks, including JPEG compression (JC), noise adding (NA),
image blurring (IB), brightness changing (BC), color reduction
(CR), and contrast adjustment (CA), each with a different level
represented by a number behind. We report detailed scores in
each category, and as displayed in Fig. 6, our approach works
in a very stable way, under different levels of attacks. Since
there are limited scaling diversity and rotation variations on
the samples, the results suggest that the proposed similarity
map classifier contributes to this robustness enhancement.

3) DCF Dataset: To investigate the generalization perfor-
mance on deep synthetic data, evaluations are further con-
ducted on the DCF database.

DCF-VAE set. As can be seen from the left part of Table
II, all the compared methods do not behave as well as on
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Ada-Seg BusterNet Ours Ground TruthDOA-GAN CMSDNetTampered

CoMoFoD

DCF-VAE

DCF-Transfer

Fig. 7. Visualization comparison on the images from the CoMoFoD dataset [32], DCF-VAE, and DCF-Transfer. From top to bottom are the tampered images
in CoMoFoD, the post-processed images using Variational Auto-Encoder (VAE) [19] and style transfer [33]. From left to right are tampered images; results
of Ada-Seg [26], BusterNet [8], DOA-GAN [15], CMSDNet [36], and our method; and ground truth masks.

Tampered Ada-Seg BusterNet Ours Ground TruthDOA-GAN CMSDNet

Fig. 8. Visualization comparison on the CASIA CMFD [8] and GAN-Rewriting datasets. From left to right are the tampered images; results of Ada-Seg [26],
BusterNet [8], DOA-GAN [15], CMSDNet [36], and our method; and ground truth masks.

the manually manipulated data, especially the traditional ap-
proaches, i.e., Block-ZM [30] and Ada-Seg [26], which exploit
hand-crafted feature based analysis, are almost completely
ineffective for such tampering type. The reason mainly lies
in that the deep-synthesized images no longer convey clues
that used to be exploited as the evidence for detection and
localization, e.g., high-frequency artifacts around the copy-
move edges, making the hand-crafted methods problematic in
this situation. The results above motivate us to pay more atten-
tion to texture similarity for more accurate deep-synthesized
copy-move detection. Among the compared deep learning-
based approaches, the proposed method (the penultimate row
in Table II) outperforms the other counterparts in terms of F1-
score in both pixel-level (37.81%) and image-level (71.14%),
which clearly validates its effectiveness in texture similarity

matching.

DCF-Transfer set. This subset is achieved by post-
processing CoMoFoD. The results achieved on DCF-Transfer
set are shown in the right part of Table II. In this evaluation,
the operation of style transfer causes a domain gap between
the training set and the test set, which leads to performance
degradation of all the compared CMFD methods. Nevertheless,
the proposed approach surpasses all its counterparts with F1-
score as the evaluation metric.

In addition to the evaluations above, we further incorporate
the deep synthetic data into the training set to check the
performance changes of our approach on both DCF-VAE
and DCF-Transfer subsets. In particular, around 30% and
10% of the original manually manipulated training data is
post-processed by VAE [19] reconstruction and style transfer
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Tampered

Our Predict

Ground Truth
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Fig. 9. Visualization results on the GAN-Rewriting subset. From top to bottom are the pristine synthetic images, the images tampered by deep rewriting
method [4], CMFD results of our model, and the ground truth masks.

TABLE III
PERFORMANCE COMPARISON OF DIFFERENT METHODS IN TERMS OF

PRECISION, RECALL, AND F1-SCORE IN THE PIXEL-LEVEL.

(a) GAN-Rewriting Prec. Rec. F1

Block-ZM [IHW10] 1.25 0.28 0.45
Ada-Seg [TIFS15] 7.72 1.10 1.80
BusterNet [ECCV18] 53.50 25.76 31.61
ManTraNet [CVPR19] 41.53 17.21 20.19
CMSDNet [TMM20] 60.69 41.90 45.84
DOA-GAN [CVPR20] 53.71 17.25 23.11
Ours 72.73 40.22 49.10
(b) GAN-CopyMove Prec. Rec. F1

Block-ZM [IHW10] 74.18 65.89 69.30
Ada-Seg [TIFS15] 16.70 3.36 5.23
BusterNet [ECCV18] 69.26 42.45 49.03
ManTraNet [CVPR19] 40.42 15.89 18.81
CMSDNet [TMM20] 78.22 50.21 56.66
DOA-GAN [CVPR20] 68.00 55.45 57.31
Ours 88.45 86.40 86.54

[33]. We substitute them with the deep synthesized ones and
fine-tune the detection model. As can be seen from the last
row in Table II, the fine-tuning improves F1-score by 3.48%
and 1.06% in pixel-level on DCF-VAE and DCF-Transfer,
respectively. A slight performance gain is achieved by our
method while the overall performance remains relatively sta-
ble. The results indicate that our method tends to have a good

generalization performance to disturbance.
GAN-Rewriting set. In order to explicitly compare the

performance difference of the CMFD methods on hand-crafted
and deep-synthesized data, this evaluation is performed on the
same source data but with different copy-move operations. In
particular, during the generation process of GAN-Rewriting
set, we apply both GANs rewriting techniques [4] and the
traditional copy-move operations on the intermediate images
generated by StyleGAN2 [20] and Progressive GAN [21].
In this way, a compared image set, i.e., GAN-CopyMove, is
created. The results are demonstrated in the Table III. We can
observe that: 1) On the deep-synthesized rewriting data, our
approach outperforms the others by a large margin in terms
of precision and F1-score, clearly validating its effectiveness
and generalizibilty, that it is less sensitive to the copy-move
manners; 2) The tampering method can cause drastic changes
in the detection results (11%-68% degradations for different
methods in terms of F1-score), which informs us to be
more cautious about deep-synthesized copy-move forgeries in
further studies, and focusing on the texture semantic similarity
tends to bring higher accuracy.

E. Visualization

Figure 7 shows the results on the images with the same
content but from different databases, i.e., CoMoFoD [32],
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Fig. 10. Visualization of the results from the detectors.

TABLE IV
ABLATION STUDIES ON THE CASIA CMFD DATASET. WE

RE-IMPLEMENT THE DECODER OF BUSTERNET [8] AS OUR BASELINE,
WITH ITS RESULTS SHOWN IN THE FIRST ROW.

Augmentation Detector Pixel-level
Rotation Scaling SMC Prec. Rec. F1

66.50 69.02 64.65
✓ 68.14 69.08 65.89
✓ ✓ 67.18 72.72 66.73
✓ ✓ ✓ 76.77 73.10 72.09

DCF-VAE, and DCF-Transfer, respectively. The visualization
demonstrates that the existing methods tend to detect unrea-
sonable edges, since the clues such as edge inconsistency is
no longer conveyed in the deep-synthesized images, whereas
proposed method learns more accurate information for coping
with this situation. Figure 8 visualizes several example results
obtained on the CASIA CMFD [8] and GAN-Rewriting bench-
marks, respectively. The first row shows that the proposed
multi-directional similarity network learns more discriminative
features for copy-move forgery region detection, while the
second row indicates that the proposed method delivers more
accurate masks than the other methods do. As can be seen,
a large proportion of tampered pixels are neglected by the
compared counterparts, while they can be correctly located
by our method. In Fig. 9, we display more forgery data in the
GAN-Rewriting set with the corresponding results achieved by
the MSN model to further demonstrate its CMFD performance.

In order to have a better understanding of the impact of
input space augmentation and multiple detectors, figure 10
demonstrates the mask candidates predicted by our network.
The input image is tampered by copying, rotating, and pasting
the source region. The masks in the first row represent the
outputs of detectors of four directions. We can observe that
the tampered region detectors find that the source region from
the image rotated 90 degrees is similar to the target region from
the original image, and the target region from the image rotated
270 degrees is similar to the source region from the original
image. Therefore, the second and fourth masks in the middle
row reveal that the tampered candidates and the predicted mask
successfully localize the entire tampered regions.

F. Ablation Study

To validate the contributions of different components of the
proposed method, we further perform ablation studies on the

CASIA CMFD dataset. Here, we utilize a tampered region
detector with the similarity decoder proposed in [8] as our
baseline.

Augmentation. We first investigate the credits of rotation
and scaling augmentation by integrating this augmented repre-
sentation with the baseline tampered region detector. As shown
in the 2nd row in Table IV, the multi-directional network can
better detect the forged images where the tampered regions
undergo rotation attacks and hence increases the F1-score.
Specifically, it improves the precision, recall, and F1-score by
1.64%, 0.06%, and 1.24%, respectively. When incorporating
scaling augmentation, the results continue to improve, which
highlights the significance of such representation.

2D Similarity Map Classifier. We further integrate the pro-
posed similarity map classifier into the model. This tampered
region detector improves the precision, recall, and F1-score by
9.59%, 0.38%, and 5.36%, respectively, clearly validating the
effectiveness of proposed SMC decoder, which successfully
leverages the spatial contexts to boost the CMDF performance.

G. Running Time

We record the inference time of our network on an NVIDIA
2080Ti and the total time to detect an image is 112ms when
the input resolution is resized to 256× 256. It indeed inherits
the property of fast processing of deep learning models. For
comparison, Ada-seg [26], one of the fastest traditional meth-
ods, requires 1.4s to process an image of the original higher
resolution in the CASIA CMFD benchmark (corresponding
to the results in Table I) on a desktop equipped with the
Core-i7 CPU and 8-GB RAM. Therefore, our model is faster
than the traditional methods by an order of magnitude, which
demonstrates its efficiency.

V. CONCLUSION

In this paper, we introduce an accurate and efficient multi-
directional network for copy-move image forgery detection,
along with the feature augmentation in scales and rotations
to explicitly strengthen the representation of input images,
which in particular improves the comparison accuracy between
sampled regions under different scale and orientation varia-
tions. The tampered region detector with the 2-D similarity
matrix based decoder is specifically designed to distinguish
the tampered regions in a more powerful way, as the very
informative spatial contexts are well utilized. Furthermore,
to investigate the detection performance on deep synthetic
data, we create the first copy-move forgery benchmark with
samples generated by diverse neural networks, which enables
more comprehensive evaluations on diverse deep copy-move
forgeries. Extensive experiments are conducted on CASIA
CMFD, CoMoFoD datasets and the newly presented bench-
mark, and state-of-the-art results are reported, clearly validat-
ing the effectiveness of the proposed method. Additionally, We
provide the first experimental demonstration that almost all
current detection methods encounter performance degradation
of varying degrees on deep forgery data, which is a significant
fact in the era of deep learning, and it provides helpful hints
for the following studies on CMFD.
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